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4. Functionsin Maple

=14.1. Introduction

Functions play a major role in Mathematics so it is important to know how to work withthem i
Maple. There are two distinct ways to represent a mathematical function ia.\Mépican represe

a mathematical function using either an "expression” or a "Maple function". Thetlst that

Maple makes between "expressions” and "functions" has its roots in concepts from both
Mathematics and Computer Science. Making this distinction, and learning to underatahevark
with it, will help us to better understand how we use ideas like function, equation, and vamiables
Mathematics, and it will also help introduce us to the Computer Science ideas @f stflaeture”

and a "procedure”.
[ >

=1 4.2. Functionsin M athematics

=l 4.2.1 Review
We quickly review here the definition of a mathematical function. A function is thiregst

defined in several ways, for example by formulas, by tables, and by graphs. Most okthre tim
mathematics, the sets of input and output values are sets of numbers. For most people’
part of a function's definition is the only part that they consider, but that is not a good way to
think about functions. To demonstrate that a mathematical function is really moreghias |
rule, let us look at an example.

[ >

We shall define three different functions named f, g, and h. The rule for each of thesmfuncti
will be given by a formula. In fact we will use the same formula in all three cédeat will
make the three functions different will be their domains.

The function f has as its domain the set of all real numbers, its codomain is thelset of al
positive real numbers, and its rule is given by the forf{ua= .

The function g has as its domain the set of all positive real numbers, its codomaireithe s

bundled together. It is a set of input values (the domain), a set of output values (the codomain),
and a rule for associating one of the output values to each of the input values. Functions can be



all positive real numbers, and its rule is given by the forg(#a = x%.

The function h has as its domain the set of all negative real numbers, its codomaietistthe s
all positive real numbers, and its rule is given by the form(a = x*.

Exercise: Draw graphs for each of the functions f, g, and h.

[ >

How do we know that these three functions are different? The answer is that they fleasetdif
properties. For example, in the last exercise you should have seen that the functiomebave t
different graphs. As another example, the function f is not invertible (why?), but thefsngt

and h are both invertible (why?) but they have different inverses. The inverse of the function g

has its rule given by the formuﬂg(_l))(x) :«/;. The inverse of the function h has its rule
given by the formulgh' )(x) = —/x.

So f, g, and h all have the exact same formula (i.e., rule) but thagtaree same function. The
domain (and codomain) really are important parts of the definition of a mathematictabn.

: . . (-1 (-1)
Exercise: What are the domain and codomain for eac 012 andh '?

[ >

[ >

=422 Classifying Functions

You have used functions extensively in Calculus, Linear Algebra, and Differentigidtua
classes. In all of those classes, the domain and codomain are always sets of mohthesea
sets of numbers are almost always subsets of either the real line, the planenendatial
space. We can use this observation to create a useful classification for the kuimdgion$ the
you see most often in those mathematics classes.

Our classification of functions will be based on the dimensions of a function's domain and

codomain. For example, consider a function fike) = x> — 24/x + 10. The domain of this

function is a subset of the real line and this function's codomain is also a subset dfiithe. rea

In other words, we plug one number into this function and we get out from the function another
number. We will call this a "real valued function of a real variable".

Now consider the functiof(x, y) = + Y. The domain of this function is the plane and its
codomain is a subset of the real line. We plug two numbers into this function and we get out
from the function a single number. We will call this a "real valued function of two real
variables."




For a third example, conside the functfgt) = (t2, t + coq't)). The domain of this function is

the real line, and the codomain is a subset of the plane. We plug one number into this function
and we get out two numbers in an ordered pair (that is, a point in the plane). We will @ll this
"2-dimensional vector valued function of a real variable". The phrase "vector valued" is
common in mathematics and you can think of it as a synonym for "point valued". We have a
function where we plug in a number but we get out a point in the plane (and a point in the plane
can also be considered as a vector in the plane).

In general, we classify a function by how many numbers we plug into the function and by how
many numbers we get out of the function. In most mathematics courses, we plug eitheo,

or three numbers into a function and we get either one, two, or three numbers out. Notice that
this means that we are commonly dealing with nine kinds of functions. Below is how we will
name each of these nine kinds of functions. Along side of each name is the semestelusf calc
in which you study that kind of function (and the name used in the course for that kind of
function) and below each name is an example of that kind of function.

1) real valued function of a real variable (first and second semester calculus)
f(X) =x+ 2 sin(x)

2) real valued function of two real valriables (third semester calculus)

f(x y) =x*+y’

3) real valued function of three real variables (third semester calculus)

f(xy,2)=xt+y+7

4) 2-dimensional vector valued function of a real variable (second semester calcaomsgtpar
curve in the plane)

f(t) = (% t + coqt))

5) 2-dimensional vector valued function of two real variables (third semester claculus
differential equations, 2-dimensional vector field)

XYy)= )
ARy ey
6) 2-dimensional vector valued function of three real variables

f z)—( yz Xz ]
R W

7) 3-dimensional vector valued function of a real variable (third semester calcuarsgpac
space curve)

f(t) =(tsin(t), t coqt),t)



8) 3-dimensional vector valued function of two real variables (third semester calculus
parametric surface)

f(u, v) =((2+sin(v)) coqu), (2 +sin(v)) sin(u), u+cogV))

9) 3-dimensional vector valued function of three real variables (differential equations
3-dimensional vector field)

f(xy,2)=(2x2y,1)

It is important to realize that these nine kinds of functions are not the only kinds of function.
They are just the most common kinds that you see in calculus classes. For exam@e here
four dimensional vector valued function of five real variables.

f(u, v, t, 0, B)=(u",V*,a+B+t,1)
In mathematics we can define functions with any number of inputs and any number of outputs
(even including functions with an infinite number of inputs and an infinite number of outputs,
which are the subject of a branch of mathematics called Functional Analysis).

R
=14.3. Functionsin Maple

We mentioned earlier that there are two ways to represent mathematitainsinmc Maple, as

Maple expressions and as Maple functions. In this section we introduce these twentapoes

and in the next section we look at examples that show how to work with them. These two ways of
representing mathematical functions are not equivalent. Each way has its aglvanihg
disadvantages. The differences between these two representations can be subtl®bwvidumsariFc

fully understand these differences we will eventually need to learn about sepaslftom Maple
programming. In particular, a full explanation of the differences between exmeasd Maple
functions requires an understanding of evaluation rules, data structures, proceduregohbzdal

and lexical variables, parameter passing, remember tables, and a few otheéNeledll cover all

of these ideas in the worksheets about Maple programming.

Let us first look at mathematical functions represented as Maple expressedsfiié an
expression in Maple as just about any mathematical formula that you can write dodoethaot
have an equal sign or any inequalities in it. Here are some examples of expressions.

[ > 3*X"2 -5+ 17;

[ > sin((x+1)* ) + In(y);

[ > exp(xty)/sec(X);

[ > n!l+sum(n™2, n);

[ > a*X + b*y + c*z;

Notice that some of these are expressions in one variable, others are expres$gioms imore
variables. (How many variables are in the last expression?) Also noticelkh&b ddaple

procedures are allowed as parts of an expression.
\




[ >

These expressions look a lot like the definitions of mathematical functions, whibly they can

be used to define mathematical functions in Maple. But expressions are not whaté¥tapleoras
"functions”. AMaple function is something defined usiragrow notation. Here are several

examples of Maple functions.

[ > X->X"2;

[ > x->a*x"2 + Db*x +¢;

[ > (xy) > X2 +y"2;

[ > z->sin(z) + exp(z"2);

Look at the first example. We read this as "the function that setodssquared” (the arrow

represents the verb "sends"). Another common way to read this arrow notation is "tios filnadt
mapsx to x squared". On the left of the arrow are variables that represent the input to the function.
On the right hand side of the arrow there is an expression that represents the ruenctitre

(The arrow, by the way, is made up of a minus sign and a greater than sign. There should not be a
space between them.) Notice that Maple functions are not really matherhatatains since there

is no mention of a domain or a codomain. But Maple functions are clearly meant to define a rule

showing how an output is computed from an input.
[ >

So both Maple expressions and Maple functions can be used in Maple to represent mathematic
functions. To see how Maple functions can differ from Maple expressions when used tentepres
mathematical functions, consider the following three examples.

[ > a*x"2;

[ > X->a*x"2;

[ > (x,a) -> a*x"2;

In the first example the expression is defining a function of two variables simeagheally no wa

in Maple to give either of the unknowrsor a any more importance than the other. But in the
second example the arrow notation clearly singles out the unkn@srhe input so this defines a
function of one variable, and the unknowis to be thought of as a constant (or a "parameter”). In
the third example the arrow notation clearly defines a function of two variables.

Exercise: What does the following command define?
[ > a->a*x"2;
[ >

Notice how these last examples demonstrate a difference between Maplendadisteathematical
notation. For example, when one writes a formula for the general quadratic, one ustesly wr
ax? +bx+c, and it is understood that this defines a function of one variabl®)(#mel the functio
has three parameters (theb, andc). This is because we haveanvention in mathematics to treat

some letters as variables (for example x, y, and z) and some other letterda@gsonparameters
(for example a, b, and c). Maple does not have any knowledge of this convention, so in an



expression Maple treats all unassigned names (i.e., all unknowns) as variables.

In all the examples of expressions and Maple functions given above, we never gave anyaof them
name. But we can always use the assignment operator to give an expression or funotereada

this makes working with expressions and functions much more convenient. For exampleahere is
expression named and a Maple function named

[> f:=x"2-1,;

[> g:=x->x"2-1,;

Notice that the last command does two distinct things. It defines a Maple functioraasigiits the
function a name. When you define a Maple function using the arrow notation and give it a name at
the same time using the assignment operator, you get a Maple command that can loblmgste s

at first, but you need to get very used to this notation.
[ >

Exercise: Use the arrow notation to define a function that takes two numbers as input and then
squares the first number minus the second number and subtracts from that the quotiensof the fi

number squared with one minus the second number.
[ >

Exercise: Use the arrow notation to define a function that takes one number as input and then

returns three times the cosineraimes the cube of the input.
[ >

Let us compare Maple's notation with the standard mathematical notation for dafidingming a
function. The mathematical notation
g(x)=x"-1

defines a mathematical function named g that is equivalent to the Maple functionmdefeted
by the Maple command

g=x->x"2-1
When we compare these two notations we notice a major difference right away. fleenbtation
clearly separates the defining of the function (the arrow operation) from the naintiregfunction
(the assignment operation) but the mathematical notation combines these twoparagione
use of the equal sign. The mathematical notation has one clear advantage over the ktapie not
The mathematical notation is more compact. But as we saw in Worksheet 2, and aghisdater
in this worksheet, the mathematical notation has the disadvantage of being ambiguous.

So far, we have been defining Maple functions by using the arrow notation. It is possibleg¢adefi
Maple function without using the arrow operator if we build the function up out of predefined
functions. For example, the functionss andin are predefined in Maple. Here is a definition of a
Maple functiong built up out ofcos andin .

[ > g:=cos+In;

We have defined to be the sum of the two functionss andin . Notice how we only needed to



tell Maple the names of the functions involved. We did not need to use any variables in the
definition ofg. Sinceg is a Maple function, we can evaluatat an input using regular function
notation.

[ > 9(Pi);

[ > 9(a);

Here is a more subtle example.

[ > h:=cos + (X -> 3*x-1);

We have definett as the sum of two predefined functions, the predefined function nameednd
the functionx->3*x-1 . The later function can be considered as "predefined"” in this example
because Maple must evaluate the definiierB*x-1  before it can evaluate the addition that
definesh.

[ > h(2);

[ >

Here is another way to think about an examplediketin . In most calculus books there are rules
for creating new functions from old functions. The rules are usually expressed bya®iikeil
these.
(f+9)(x) =f(x) +9(x)
(f=9)(x) =f(x) —9(x)
(1 g)(x) =)
g)(X)="""1
9(x)
(fa)(x) =f(x) 9(x)

Here is how to read the first of these formulagidfa function of one input arglis also a function

of one input, then we can create a new function, €allg, which is also a function of one input ¢

its definition is that wheh+ g is given an input(f + g) X ,)then we take the inputand plug it into

f and plug it intay, compute the two results, and then add the two results together to get the final
resultf(x) + g(x). Now we see how we should interpces+Iin in Maple. It is the sum of the cos
function with the In function. Using the first of the above four definition, we have

(cos+ In)(x) = cog x) + In(x). Which is what Maple does.

[ > (cos + In)(x);

Now for a tricky example. How should we interpfet— x°) + (y — y*)? This is another version
the first rule above. We have a function of one input, X*, added to another function of one inj
y - y°, so the result should be a function of one inpat {wo inputs). If we give that function an
input, which looks like thi§(x — x°) + (y - ¥°)) 4 ,)then we plug the inpatinto the first
function,(x — X?) (z ) which gives ug?, and we plug the inpatinto the second function,

(y - ¥*)(z), which gives ug’, and then we add the two outputs tozet 2. So

(x - %) + (y - y®) is equivalent to the function— »* + X (or, if you wanty — y* +y°, which
defines exactly the same function).



We end this section with some more examples using the arrow notation. These ezaenples
purposely a bit confusing, to start you thinking about this important notation.

Here is a function naméd

[ > f:=x->(1+x"2)/x"3;

Here is another way to define the same fundtion

[ > f:=(X->1) + (X->x"2)/(x -> x"3);

Why did this define the same function as the first definition? (Hint: Use the fosrgiuken above.)
Here is a third definition of the same function

[ > f:=(w->1)+ (z->2"2))/(y -> y"3);

How does this definition handle an inputft@

[ >

Here is a function namey

[ > g:=x->(1+ exp(X))/x"3;

Here is another way to define the same funation
[ > g:=(1+exp)/(x->x"3),

How does this definition handle an inputt@

[ >

Here are two function$, andg, whereg is defined using .
[ > f:=x->x"2;

[> g =2*(X->x"3) *T;

What isg(x) equal to?

[ >

Here is another way to defigeusing the functiof .
[ > g:=x->2*x"3*{(x);
Be sure to examine the last two definitiongjafarefully. They both define the same function. How

does each of them make use of functions, expressions, and the arrow notation?
[ >

Exercise: Give a simplified definition for each of the following Maple functions.
[ > f:=((xy)->x"2) + ((x.y)->y"2);

[ > g:=((XY)->x"2) + ((y,X)->y"2);
[ >

Maple has many built in functions that have already been assigned names. Here sphe tied
uses a couple of these built in functions.

[ > h:=2*sin - 9/exp;

We think ofh as a Maple functiomot as an expression. Here is another way to define the same



functionh.
[ > h:=x->2*sin(x) - 9/exp(X);
[ >

Exercise: The2 in the following definition oh does not have the same meaning ag timethe
following definition off . Explain the different meanings of these .

[ > h:=2+exp;

[ > f:=x->2+exp(X);

[ >

[ >

=1 4.4. Working with expressions and Maple functions

There are many operations that you might want to perform on a function, for example,,graph it
evaluate it, differentiate or integrate it, compose it with another function, @cyblu do these
operations in Maple depends on how you choose to represent the function in Maple, as either a
Maple expression or as a Maple function. Let us look at a number of examples.

First, an example of graphing a mathematical function defined as a Maple express

[ > plot( x"2, x=-5..5);

Now graph the same mathematical function defined as a Maple function.

[ > plot( x->x"2, -5..5);

Notice the subtle difference in the syntax of these two commands. For example, both of the
following Maple commands are incorrect.

[ > plot( x*2, -5..5);

[ > plot( x->x"2, x=-5..5);

[ >

Let us do an example where we give the functions names. Here is an expressioh aathad
Maple function named that both represent the same mathematical function.

[ > f:=x"2-3*x-10;

[ > g:=X->x"2-3*x-10;

Now plot them.

[ > plot(f, x=-3..6);

[ > plot(g, -3..6);

Notice that both of the following commands are incorrect. You need to be very carefuhiguiss
between Maple expressions and Maple functions!

[ > plot(f,-3..6);

[ > plot( g, x=-3..6);

[ >

Let us see why it makes sense that Maple would have a different syntax for plcipte M



expressions and Maple functions. Suppose we give Maple the following command.

[ > plot( a*x"2, -5..5);

We have asked Maple to plot an expression with two variables but we have given Maple only one
range. Which of the variables should Maple assign the range to? Remember, Maple does not know
anything about our convention thati$ a variable and is a constant”. We have to tell Maple wt

of the variables the range is to be associated with (and the other variable has ta hesglue so

that it acts like a constant). So when we plot an expression, it makes sense tondpekifariable

the range is associated with (even if there might only be one variable). Now suppaose Mepie

the following command.

[ > plot( x->a*x"2, -5..5);

The function being graphed does not have two variables. The arrow notation specifies that the
function has only one variable (and one "parameter”). Since the function only has one vadiable a
there is one range given, it is clear that the range is supposed to be associatedsmvtiie

variable. The command is not ambiguous (as long as we make sure that the "paeahester”
value). Now consider the following command.

[ > plot3d( (x,a)->a*x"2, -5..5, -10..10);

The arrow notation specifies that the function being graphed is a function of two vaasiadhliere

are two ranges given in the command. The ranges are associated with the varthblesder they

are given, so thé..5 range is associated with the variabland the 10..10 range is

associated witl. Again, there is no ambiguity about the variables, so there is no need when
plotting a function to explicitly associate each range with a variable nameeasyau graph an
expression.

Exercise: How would you graph the expressiatx"2 as a function of two variables?
[ > plot3d( );
[ >

One of the most basic things that we can do with a function is evaluate it with acspecifi
Suppose we want to evaluate the mathematical function that we defined above at a patiit, say
We need to use one syntax for the function represented as an expression and another gymtax for
function represented as a Maple function. For example, with the expréssversubs titute 1 for
xinf.

[ > subs(x=1,f);

We can als@val uatef atx equal tol.

[ > eval(f, x=1);

For the Maple function, we use the traditional functional notation.

[ > 9(1);

Notice that the following commands do not work.

[ > f(2);

[ > subs(x=1,9g);

[ > eval(g, x=1);

[ >



By the way, notice the difference in the syntax between andsubs .

[ > subs(x=1, f);

[ > eval(f, x=1);

Remember to reaelval(f,x=1) as 'eval uatef at x=1" and readsubs(x=1,f) as 'subs
titutex=1 intof ".

[ >

When an expression does not have a name assigned to it, we evaluate the expression at a point by
putting the expression inside of theal or subs command.

[ > eval(z"2+1, z=10);

[ > subs(z=10, z"2+1);

[ >

When a Maple function does not have a name assigned to it, we can evaluate it by usiryg a slight
modified version of the traditional functional notation. Consider the following examkiiia

[ > (z->z"2+1)(10);

Thez->z"2+1 defines a Maple function. The input to this functiofiGsand thelO is placed

inside of a pair of parentheses, just like in the notat{@0) . But since the function->z"2+1

does not have a name, Maple requires that the function be placed inside of another pair of
parentheses. So the first pair of parentheses encloses the definition of the functiensaodnd

pair of parentheses denotes that we want to evaluate the function at a certain inpubveélsyata

can be used with Maple functions that have a name assigned to them, as in the next command. But
in this case, the parentheses around the name are not necessary.

[ > (9)(10);

[ >

Exercise: In standard mathematical notation, we use juxtaposition to denote multiplicatior2 »as in
to mean 2 multiplied witk, ory (x + 1) to meary times the quantity+ 1, or u+v )(x-y) to
mean the quantity + v times the quantity — y. Maple notation does not allow this simple and
common symbolism for multiplication and now we can understand why. Use the explanation above
about evaluating Maple functions to explain how Maple interprets the following two auisma
[ > y(x+1);
[ > (utv)(x-y);
Notice the subtle difference in the typesetting of the next two results.

> y(x+1);

> y*(x+1);
Letters that are part of a function name are typeset differently frorrsléite are part of a variable
name.
[ > test(test);
[ >



Exercise: Explain the result of the following command.
[ > (x->Xx+X"(-1))(w);
[ >

Here are some other differences in how Maple treats an expression and a Majle.flihet
following command tells us the definition of the expression

[>f

But the following command does not tell us much about the fungtion

[> 0

Here is a way to get the definition @f

[ > print(g);

Here are two more ways to get the definitioryof

[ > eval(g);

[> op(9);
[ >

The following command will factor the expression

[ > factor(f);

But the following command does not factor the Maple funation

[ > factor(g);

Here is how we can factor it (but note that the factored form is not a Maple functoanit i
expression).

[ > factor( g(x) );

[ >

Here are commands for finding the derivative of an expression and a Maple function.

[ > diff(f, x);

[ > D(9);

(Explain why thediff command needed a reference tim it but theD command did not. ) Notice
that the derivative of an expression is an expression and the derivative of a Mapte fisnati

Maple function. As you might expect by now, the following two commands do not do what we want
them to do.

[ > D(f);

[ > diff(g, x);

Why is the following command's output like thattoff) ?

[ > D(9(x));

Notice how Maple did not complain about any of these last three commands. They were not
syntactically incorrect. As far as Maple is concerned, we asked it to do somethih@nd it did it
What we asked it to do is not clear at this point, but what ever it was, Maple did it. But ajilat M
did was not what we were expecting. There are two lessons to learn from thiseFoateful to

keep track of when you are working with expressions and when you are working with Maple
functions. Second, you always need to look carefully at your Maple outputs. Just because Maple



computes something does not mean that it computed something that makes sense or thateit

what you wanted it to compute.
[ >

Let us do an example of combining two mathematical functions f and g by composing them to make
a new function h(x) = f(g(x). Here is how we would compose two mathematical funétibag i
are represented by expressions.

> fi:=x"2 + 3*x;

> g =x+1,
[ > h:=subs(x=g,f);
We substituted the inner functigninto the outer functioh and got the expressidnthat represen
the composition f(g(x)). We can also do this usingl .
[ > h:=eval(f, x=0);
Here is how we would do this if f and g are represented by Maple functions.

> fi=x->x"2 + 3*x;

> g =x->x+1,
[ > h:=f@g;
Here is how we can verify that the Maple functiorepresents the compositionfondg.
[ > h(x);
We do not need to use a separate namenlilce the composition of the Maple functiohsaandg.
The symbof@g can be used as a name for the composition, but we need to put parentheses around
this name when we use it to evaluate the composition.
[ > (f@9)(x);
The at sign@ is used in Maple to mean composition of two Maple functions. The at sign is used
because it is the closest character on the standard computer keyboard to thesédittleircle used
mathematics books to denote composition of functions. (If you do not remember the symbol
composition in almost any calculus book.)

If f andg are Maple functions, we can also compose them by using the following notation.
[ > f(9);

Sincef(g) is a Maple function, we can apply it to an input variable in order to see what the
definition off(g) is.

[ > f(9)(X);

Whenf andg are Maple functions, there is even a third way to express their composition.

[ > f9(x);

Notice thatf(g(x)) Is different fromf@g andf(g) in that the latter two are Maple functions,
butf(g(x)) is an expression. Also notice the subtle difference betwegés)) andf(g)(x)
Inf(g(x)) , we take the expressiaiix) and plug it into the Maple functidnand get the
expressiori(g(x)) . Inf(g)(x) , we take the Maple functiamand compose it with the Maple
functionf , andthen we evaluate the resulting Maple function at the inputhich results in the
expressiori(g)(x)



Exercise: In what way are the following four expressions similaif@g)(x) ?
[ > ((+9)(x);

[ > (f9)(X);

[ > (Fo)(X);

[ > (f9)(X);

[ >

Exercise: Explain the results of the following two commands. (Try executing these two commands
with f andg as unassigned variables.)

[ > (((+rg)@g-H)(x);

[ > ((+9)@(g-D)(X);

[ >

Let us do an example of representing a mathematical function of two variabless biere
expression in two variables.

[ > 1= (X"2+y"2)/(x+X*y);

And here is the equivalent Maple function of two variables.

[ > g:=(Xy) -> (X"2+y"2)/(x+x*y);

Here is how we evaluate the expression and the Maple function at a point.
[ > subs(x=1,y=2, f);

[ > eval(f, {x=1,y=2}); # notice the braces!

[ > 9(1,2);

Neither of the next two commands works.

> f(1,2);

[ > subs(x=1,y=2,9);

Here is how we get the definitionsfofandg.

[ > f

[ > print(g);

Notice that Maple can simplify the expression a bit.

[ > f; simplify(f);

But thesimplify =~ command does nothing ¢p

[ > simplify(g);

Here is how we can do the simplification usm@oy turningg into an expression).
[ > simplify( g(x.y) );

Here is how we compute partial derivatives of the expression.

[ > diff(f, x);

[ > simplify( % );

[ > diff(f,y);

[ > simplify( % );

Here is how we compute the partial derivatives of the Maple function.

[ > D[1](9);

]



[ > simplify( %(x.y) );

(What did theorefer to in the last command?)

[ > D[2](g);

[ > simplify( %(x.y) );

Notice how the notation for partial derivatives of expressions uses the name of thadiedé¢pe
variable but with Maple functions the partial derivative notation doesse the name of the
independent variable. Th&operator uses a number to indicate the first, second, third, etc,
independent variable. This is an indication of the fact that, for example, the expression
3*x"2+5*y"2  is not the same expression as"2+5*v"2 , but the Maple function
(X,y)->3*x"2+5*y"2 is exactly the same function ds,v)->3*u"2+5*v"2 . (Consider
(s,1)->3*t"2+5*s"2 . Is it the same function?) So tbeperator differentiates with respect to
the position of the independent variable in the input list on the left hand side of the arrow pperator
not with respect to the name given to the independent variable. For Maple functions, it is the
position of the independent variable in this list that matters, not the name of the independent
variable.

Suppose we want to compose our mathematical function with the fuh(:ti)m«/g where h will
be the outer function in the composition. bétrepresent h as an expression antiZetepresent h
as a Maple function. Leétl be the name of the composition as an expression aké le the nam
of the composition as a Maple function.

[ > hl:=sqgrt(z);

[ > h2:=2z->sgrt(z);

Here is the composition using expressions.

[ > k1 :=subs(z=f, hl);

Here is the composition using Maple functions.

[ > k2 :=h2@0gq;

[ > k2(xy);

Explain whyk1 is the same thing a(x,y)

We can also compose the Maple functibsandg in the following way.
[ > h2(9);

We can evaluate this composition at an input in the following way.

[ > h2(g)(x.y);

Exercise: How doh2(g)(x,y) andh2(g(x,y)) compare to each other?
[ >

Recall that near the end of the last section we defined a furictisriollows.

[ > h:=2*sin - 9/exp;

We think ofh as a Maple function, not as an expression. The next two commands show why we
considerh as a functionh must be plotted using the syntax for functions, not expressions.

[ > plot(h,0..10); # The function syntax works.



[ > plot( h, x=0..10); # The expression syntax does not work.
Here is another way to define the same fundtion

[ > h:=x->2*sin(x) - 9/exp(x);

[ >

Exercise: Explain in detail the steps that Maple uses to automatically simplify tlosvialy
command.

[ > 1= ((xy)->((xy)->x*y)(X.X)+((u,v)->u+V)(3,y))(s.1);
[ >

Exercise: Change aingle character in the following command so that the Maple function defir
equivalent to the zero function.

[ > (Y)->(((x,y)->Xx"2+y)(X,X)-((X,y)->X+X)(X"2,X));
[ >

Exercise: Letf(x, y) =3 x+5yand leth(z) =4/ z+ 1. We have already seen how to compute the
composition h(f y)) using either expressions or Maple functions. Explain why the composition
f(h(2)) does not make sense mathematically. Compute the compositiog/¥(Hi(x,h(y)), and f(hk
),h(y)). First do this exercise using expressions. Can you do these compositions using Maple

functions and thé&operator?
[ >

Exercise: Letf be the following function of two variables.

[ > 1= (XYy) -> 3*X"2+5*y"2;

If we hold one of the inputs to fixed, then we get a function of one variable that we will call a
"slice off ". Letfx3 be the slice of defined by letting/ be fixed at 3. Find a Maple command 1
uses’ to definefx3 as a Maple function.

[ >
Letf3y denote the slice df with x fixed at 3. Usé to definef3y as a Maple function.
[ >
Explain the mathematical meaningdff(fx3(x),x) anddiff(f3y(y),y) . (The

following two commands do not mean anything until you have properly defiBec@ndf3y .)

[ > diff( Ix3(x), x);

[ > diff(f3y(y), y);

Find another way to computiff(fx3(x),x) anddiff(f3y(y),y) that does not use the
slice functiongx3 andfy3 .

Note: The following Maple command represemits as an expression, so it is not the correct

answer to the first part of this exercise.
[ > X3 :=1(x,3);
[ >

Almost anything we would like to do with an expression we can do with a Maple function, and visa



versa. Unfortunately, as we have seen above, the syntax for doing the same thing witbssmexpr
and a Maple function can be quite different. Is one of the two methods "better" than the atbier? M
people do most of their Maple work using expressions to represent mathematicah&ur@tierall,
expressions seem to be a bit easier to work with. But Maple functions are indispah$aixs, so

you must get used to working with both concepts.
[ >

L[>

=14.5. Converting Maple functionsto expressions and back again

It is possible to switch from one kind of representation of a mathematical functionaihéneind.
Here are a few examples. Lets us start with a mathematical functiomngle\sriable represented
as a Maple function.
[ > g:=t->cos(2*t)+sin(t)"2;
The next two commands give us expressions,amdx respectively, from this function.
> g(t);
> g(x);
Notice that these commands did not change the definitigntbey just used the definition gfto
create two expressions equivalengto
[ > print(g); # g is unchanged.
Generating an equivalent expression from a Maple function is how we can get comk®ands li
simplify ~ to work on Maple functions. For example, the following command does nothing to
simplify g.
[ > simplify(g);
The following command shows hayvcan be simplified by first converting it to an expression.
[ > simplify( g(t) );
Similarly, this technique is commonly used so that the expression syntax of mamyddawhands
can be used with Maple functions. For example
[ > eval( g(x), x=Pi/4);
[ > subs(u=Pi/4, g(u));
[ > diff(g(t), t);
[ > plot( g(w), w=0..2*Pi );
[ >

If we really want to changg from a Maple function to an expression, we use an assignment
operator to redefing. The following command redefingsto be an equivalent expression (in the
variabley).

[ > g:=9(y)

Now g is an expression .

[> 0

[ >




Now that we haveg as an expression, let us see how we can change it into an expression in another
variable and how we can change it into a Maple function. If we substitute a differetieantog,
then we change the variable in the expression.

(>0

[ > subs(y=z,9);

But this change only shows up in the output of the command, the definitiphasf not yet been
changed. It is still an expression in the varighle

[>0;

To really change the definition gfwe need to use an assignment operator.

[ > g:=subs(y=t, g);

Now g is an expression in.

(>0

[ >

Let us convert) back into a Maple function. We do this with a Maple command categply
(I'm not really sure why it has that name).
[ > unapply(g,t);
Actually, this command did not convertinto a Maple function. It just created a Maple function
equivalent to the expressiong itself is still unchanged.
[ > g; #gis still an expression.
If we want to make) the name of the Maple function createdubypply , then we also need to
use an assignment operator.
[ > g:=unapply(g,t);
Now g is the name of a Maple function.
> Q;
> print(g);
[ >

If we have an expression that contains more than one unassigned variable, then we can use
unapply to create several different functions from the expression. Here is an expnessied
in three unassigned variables.

[ > f:=atu*v;

Here are several different applicationsiobpply tof.

[ > unapply(f,a);

[ > unapply(f, uv);

[ > unapply(f, u,v,a);

[ > unapply(f, a,u,v);

Notice the subtle difference between the last two functions. The second to lasinftizlosis its
third variable and adds it to the product of the first two variables. The last functiorit$afikes
variable and adds it to the product of the last two variables. Here is an equivalent wiaetthde
second to last function.

[ > (xy.2) ->X*y+z;



Here is an equivalent way to define the last function in the above list.

[> (XY.2) -> x+y*Z;

Be sure to convince yourself that these last two functions are equivalent to the furettiomsd by
the last twaunapply commands above.

[ >

Exercise: There are still other functions that could be defined from the exprdssidetermine

how many functions can be derived fronusingunapply .
[ >

Exercise: Find an expression in three variable from which we can define 15 different functions
usingunapply .
[ >

We have seen how to create an expression from a Maple function, and how to create a Maple
function from an expression. Remember that creating an equivalent expression ouptd a Ma
function is the only way to get most of Maple's symbolic manipulation commands to work am
functions. Creating an equivalent Maple function from an expression is somethingnibiad @ e

as often, but it is occasionally very useful.
[ >

[ >

=14.6. Equationsvs. functions. ambiguity

Earlier in this worksheet we mentioned that mathematical formulas like towifoy one can be
somewhat ambiguous.
g(x)=x-1

On the one hand it can be interpreted as the definition and naming of a fgn&iorthe other
hand, it can be interpreted as an equation. To see how this ambiguity might arise, supp@se that
follow this formula with the next formula. (We did an example similar to this in Wes2.)

g(x)=3x-x+5
How should we interpret this second formula? Is it a redefinition of the furgitmmis it a short
hand notation for the following equation?

X -1=3xX -x+5
There is really no way to tell from the second formula itself which interpretat correct. The
cause of this ambiguity is that in standard mathematical notation, the equal sfghléast) two
distinct uses, as part of an assignment statement or as part of an equation. dintdoseaula
above is meant to be a redefinition of the funcgpthen the equal sign in that formula is acting as
part of an assignment statement. If on the other hand the second formula is meant to beadhort
for the third formula, then the equal sign in the second formula is acting as part of aonedyeati
us translate these formulas into Maple and see what the two interpretatioms WWadaill translate
the first mathematical formula as the definition of a functjaepresented as a Maple function.




[ > g =x->x"2-1,

Notice that since this was a definition, we used the assignment operator, colon-efjudby
suppose that the second mathematical formula is to be interpreted as a short handifdr the t
formula. In this case the second formula is an equation, so it will be translated inpbeaekfizatior
using an equal sigr].

[ > g(x) =3**"2-x+5;

We see right away that Maple interpreted this equation as a short hand for the thexhat@al
formula above. Notice that the last Maple commdiigichot change the definition @f.

[ > 9(x);

Now suppose that the second mathematical formula is to be interpreted as airdefittie
functiong. In this case we will translate the second mathematical formula into a Maiglaent
that redefineg by using the assignment operator.

[> g =X->3%"2-x+5;

Now g has a new definition.

[> 9(x);

Notice that in Maple, the two possible interpretations of the second mathenwhwalsf translate
into two distinctly different commands, one using an equal sign and the other using a colon equal.
Maple makes a clear distinction between an equation and an assignment but, unfortteraderd s

mathematical notation does not.
[ >

Warning: Interpreting the second mathematical formula as a redefinitigrnxoimight lead one to
use the following Maple command.

[ > g(x) :=3**%"2-x+5;

Unfortunately, this (reasonable looking) command does not redefine the fumpcliast what it doe
Is a bit confusing. Here is an example that shows that it does not redefine the fgnicéibus try
redefiningg  )again.

[ > g(x):=x"2-1;

Now evaluate the function at a point.

[ > 9(2);

That is not what we might have expected. Let us check the formuda for

[ > 9(x);

That looks correct. Let us try something different. Let us check the formudarica different way.
[ > 9();

Exactly what is going on here is a bit hard to explain. We will return to this odd @itiratanother
worksheet (look up "remember tables" in the worksheet about Maple procedures). For now,
remember not to use tligx) notation on the left hand side of an assignment operator when you
define a Maple function, even though the mathematical notation dogsxusen the) left hand side

of the equal sign when defining a function.
[ >



Here is another example of how the two possible interpretations of an equal sign irdstanda
mathematical notation, along with the distinction between a function and an equationgddan lea
some confusion. This example is made up of two problems that can be found in almost any calculus

book.
[ >

Problem A: In this problem, FarmerAlpha wants to make a rectangular lettuce paAcgobre
feet (he does not know yet what the valuéeiill be). What are the dimensions for FarmerAlpha's
lettuce patch that will minimize the amount of rabbit-proof fencing that he needs®Turhesolve
this problem, FarmerAlpha lets the variabteandy denote the dimensions of his lettuce patch and
then he writes down the following two formulas

P=2x+2y

A=Xxy
where the first formula represents the perimeter of the lettuce patch andahe femula
represents its area. FarmerAlpha decides that if he can solve these twoddah@anlae can solve

his problem.
[ >

Problem B: In this problem, FarmerBeta wants to make a rectangular lettuce patche deatgf
rabbit-proof fencing (he does not know yet what the valuewill be). What are the dimensions
FarmerBeta's lettuce patch that will maximize its area? To help hia to$ problem, FarmerBeta
lets the variablez andy denote the dimensions of his lettuce patch and then he writes down the
following two formulas

P=2x+2y

A=Xxy
where the first formula represents the perimeter of the lettuce patch andahe femula
represents its area. FarmerBeta decides that if he can solve these twaddh®ulhe can solve his

problem.
[ >

Notice that FarmerAlpha and FarmerBeta are trying to solve different problginthey came up
with exactly the same two formulas. How can the exact same formulas déscritéferent
problems? Shouldn't we be able to distinguish the problems by looking at their matHematica
representations as formulas? The answer has to do with the interpretations of ltkgyesg/uathes
formulas. To see this let us suppose that FarmerAlpha and FarmerBeta decide aplese kblve
their problems. Here is how they would translate their problems into Maple.

FarmerAlpha looks carefully at his two formulas and realizes that hisdiraufa defines the

obj ective function that he wishes to minimize and it is a function of the variabtewly. He
decides to represent this mathematical function as a Maple expression anthgiverne-.

[ > P =2%x+2%;

FarmerAlpha looks at his second formula and realizes that doissir aint equation, an equation



that the variables andy must satisfy. So FarmerAlpha translates this formula into a Maple
equation, where he will give the constara value later on.

[ > A=XY,

[ >

Now it is FarmerBeta's turn to use Maple. Let us clear all the variablesrfpstithat he can start
with a clean slate.
[ > restart;

FarmerBeta looks carefully at his two formulas and realizes that hifofinstila is a constraint
equation, an equation that the variabbeandy must satisfy. So FarmerBeta translates this formula
into a Maple equation, where he will give the conskaatvalue later on.

[ > P =2*+2%;

FarmerBeta looks at his second formula and realizes that it defines the objextivm that he
wishes to maximize and it is a function of the variaklaady. He decides to represent this
mathematical function as a Maple expression and give it the Aame

[ > A:=XY,

[ >

Now we see that, when translated into Maple, we can distinguish the two problems by lboking a

their Maple representations. The standard mathematical notation did not makectiahstietween

an assignment and an equation and that is why the two problems looked the same when represented
mathematically. When you read a mathematics book you always need to be awaregbalt sigre

can be interpreted (at least) two ways and you always need to look carefullyaitthe that

formulas are written in to decide which interpretation to give an equal sign.
[ >

Let us see how FarmerBeta would use Maple to finish solving his problem. First heonselds t
for one of the variables in the constraint equation. He decides to solve for

[ > solve( P=2*x+2*y, vy );

Now he needs to take that solution and substitute it in forthe objective functior.

[ > subs(y=%, A);

This last expression needs to be differentiated, the derivative set to zero, asdltheyrequation
solved forx.

[ > solve( diff(%, x)=0, {x});

And now he has the value for the variabla terms of the constaft To get the value for he
takes the value for and substitutes it into the constraint equation and then solves for

[ > solve( subs(%, P=2*x+2*y), {y});

The answer, of course, is that a square lettuce patch maximizes the areadaraargiunt of

rabbit-proof fencing.
[ >



Exercise: Use Maple to solve FamerAlpha's problem.
[ >

Exercise: Use Maple to solve FarmerBeta's problem again, but this time represent thie®bjec

function as a Maple function instead of as an expression.
[ >

[ >

=1 4.7 Equationsvs. functions; implicit functions

Here is an example that shows that the distinction between an equation and a function dan be qui
subtle. Consider the following formula.

y=x-12x-5
Is this a function definition or an equation (or both)? If it is a function definition, then we should
takey to be the name of the function and we can represent the function in Maple as either an
expression namey, like this
[ > y = x"2-12*X-5;
or we can represent the function as a Maple function namidce this
[ > y = X->x"2-12*X-5;
But if the mathematical formula is meant to be an equation, then we should enter it phedikéa
this
[> y: ="'y x:=X:#unassign xand y
[ > y=x"2-12*x-5;
Now here is where the subtlety occurs. If we consiger’ — 12x - 5 to be an equation, and if we
graph all the ordered pairs §),in thexy-plane that solve this equation, then the graph of this
solution set will satisfy the vertical line test in the plane, and so the graph egtlason will
define a function. In this sense we can say that the equation defines a function and, of ¢eurse, it
the same function that we defined when we interpreted the formula as an assignneeistakieay
to see this. We use thaplicitplot command to graph an equation since it plots all the points
in thexy-plane that solve the equation. Lets usiogdicitplot to graph our mathematical
formula interpreted as an equation.
[ > y:="y:x =X #unassign xand y
[ > y=x"2-12*X-5;
[ > plots[implicitplot]( %, x=-10..20, y=-45..220 );
Now let us plot the our mathematical formula interpreted as a mathematidariufne this case,
we represent the function as an expression named
[ > Y= x"2-12*X-5;
[ > plot(y, x=-10..20);
[ > y:="y" #unassigny
We see that the graph of the equation is the same as the graph of the expressionh®o for eit
interpretation of the mathematical formyla x* — 12x - 5, as either an equation or as a definition
of a function, we arrive at the same conclusion, the mathematical formula defumesiant.



Exercise: We just showed that an equation can represent a function. Here is an example where an
equation can represent more than one function. Consider the following equation.
X +y=1
Suppose that we solve this equationyfor
[ > X, y:=%,'y: #unassign x and y
[ > xX"2+y"2=1;
[ > solve( %, {y});
How should we interpret the two equations in the last result. Why can we say that tlanequat
X’ +y* = 1 represents two functions? How do you give a visual (graphical) explanation of this?
[ >
Now let us try solving the equation for the other variable.
[ > xX"2+y"2=1;
[ > solve( %, {x});
How should we interpret the two equations in this result? If someone asked you how many f

can be defined from the equatixf+ y* = 1, what would you answer and how would you explain

your answer?
[ >

This is one reason why standard mathematical notation is kind of vague about distinguishing
between functions and equations. Many equations naturally define functions i(ogll et

functions), and in these cases it is "convenient" to be vague about the distinction. But in Maple we
must always be clear about this distinction. In Maple equations are equations and fametions
functions. (In particular, notice that we needed distinctly different commandsafarigg the

equation and the function.)
[ >

We just looked at an example of an equation that defined two implicit functions. Now let us look a
an example of a single equation that defines three implicit functions. The graph gé#tere
X2 +y*=10xy is called the Folium of Descartes. Here is what it looks like.

> X3 + y"3 = 10*x*y;

> plots[implicitplot]( %, x=-6..6, y=-6..6, numpoints=5000,

axes=frame );

Notice how in some places a vertical line will intersect this graph in threespdhis is what tells
us that the graph of this equation defines three implicit functions. We can gettégpinilas for
each of the three implicitly defined functions by using Maple to solve the equatipada
function ofx.
[ > soln := solve( x"3 + y*3 = 10*x*y, y ):
In the last command we told Maple to solve the equation &md to give the solutions the name
soln but we did not ask Maple to display the solutions. The reason is that the result is quite long

and complicated. The next command tells us that the solution has three parts.
[ > nops( [%]);



Here is the first part of the solution, which is the formula for one of the implicitigegtefunctions.
[ > soln[1];
Here is the formula for one of the other implicitly defined functions.
[ > solIn[2];
The following execution group graphs each of the three implicitly defined functionsdisjplays
them together in a single graph. The three implicit functions are each giverrendiffielor. We ca
see from this graph how the three implicit functions fit together to build up the graph of the
equation.
[ > pl:=plot(soln[1], x=-6..6, view=[-6..6,-6..6], axes=frame,

color=blue):
> p2:=plot(soln[2], x=-6..6, view=[-6..6,-6..6], axes=frame,

color=red):
> p3:=plot(soln[3], x=-6..6, view=[-6..6,-6..6], axes=frame,

color=green):
| > plots[display](p1,p2,p3);
Notice how each implicit function by itself satisfies the vertical line #&sd notice how the
dividing points between the different implicit functions is exactly where thghgrathe equation
has vertical tangent lines. These are exactly the points where the graph of tlom exjojps

satisfying the vertical line test.
[ >

Exercise: Consider the following equation.
y' 9y

4 2

Here is what the graph of this equation looks like.

> (yM)/4 - (9/12)*y"2 - x = 0;

> plots[implicitplot]( %, x=-20..20, y=-6..6 );
We want to consider the question of how many (implicit) functions are defined by thioequati
Looking at the graph, how many functions wyths a function ok do you think are defined by the
equation? How many functions wikas a function oy do you think are defined by the equation?
Now consider the results of the following twolve commands.
[ > solve( (1/4)*y*4-(9/2)*y"2-x=0, {y} );
[ > solve( (1/4)*y"4-(9/2)*y"2-x=0, {x});
Explain how these results relate to the above graph of the equation.
[ >

Xx=0

Exercise: Consider the following equation.

X =y’ -6y +9y
Here is what the graph of this equation looks like.
> x"2 =y"3 - 6*y"2 + 9%y;
> plots[implicitplot]( %, x=-3..3, y=-1..5, grid=[100,100] );
We want to consider the question of how many (implicit) functions are defined by thisoequati



Looking at the graph, how many functions wyths a function ok do you think are defined by the
equation? How many functions witas a function oy do you think are defined by the equation?
Now consider the results of the following twolve commands.

[ > solve( x"2=y"3-6*y"2+9*y, {x} );

[ > solve( x"2=y"3-6*y"2+9*y, {y});

Explain how these results relate to the above graph of the equation.

[ >

[ >

=1 4.8. Piecewise defined functions

Now we will see how to define "piecewise-defined" functions in Maple. Piecalgieed function
are functions that are defined by different formulas at different parts of theofusctomain. In
other words, the definition of a piecewise defined function comes in several pieceblyPitoda
most well known piecewise defined function is the absolute value function.

—X x<0

|x|=

X 0<x
This tells us that ik is a negative number, then we negate it (to get a positive number)xaad if
positive, then we just leave it alone.

Consider the following piecewise defined function.

(x+1)2 x<-1
a(X)=1./1-x -l<xand x<1
Xx—=1 1<x

We can represent this function in Maple using a combination of the arrow operator and the
piecewise command.

> g :=X->piecewise( x<-1, (x+1)"2, x<1, sqrt(1-x"2), x>=1,

x-1);

Notice a few things about the syntax of fhecewise command. First, conditions corbefore
their associated expressions. Second, the conditions jmetbevise command are cumulative.
Notice how in the mathematical notation for this function, for the middle condition we wrote
-1<xand x<1 but in thepiecewise command for the middle condition we wrote jusil .
This is because, in the piecewise commandttie comes after the conditiorx-1 , and we only
would "get to" the condition<1 if x<-1 is false, so we only "get tat<1 if it is true that1<=x .
The mathematical notation that you see in most math books for piecewise defined fuactiyns
uses cumulative conditions like the piecewise command does, so this may take sogeggsdtto
This cumulative way of expressing the conditions, and also the placing of the conditioestwefor
expressions, comes from the way that computer programming languages writédnahdi

statements”. We will say a lot more about this in the worksheets about Maple proggam
[ >




If we call thepiecewise function by itself (that is, without using the arrow notation), we get a
"piecewise expression"”, and the expression is nicely typeset. Notice tHabksgust like the
mathematical notation for the function, except for the cumulative use of the conditions.
[ > piecewise( x<-1, (x+1)"2, x<1, sqrt(1-x"2), x>=1, x-1);
If we convertg into an expression by evaluatiggat an unassigned variable, we get the same
"piecewise expression".
> a:="a"
> g(a);
If we evaluate the nantg we do not get much information.
[> 0
Here is how we get the full definition gf
[ > eval(g);
If we evaluatey at a number, then we get the value of the function.
[ > 9(4);
[ > 9(-3);
[ > 9(0);

[ >

Exercise: Verify each of the last three results by evaluating yourself, by hand, the aprppriate
the definition ofgy.
[ >

We can graply like any other Maple function.

[ > plot( g, -2..2, scaling=constrained );

(Try graphingg without the optiorscaling=constrained )
[ >

Let us add another condition to the domaiig of
> g2 .= x -> piecewise( x<-1, (x+1)"2, x<1, sqrt(1-x"2), x<3,

x-1,
x>=3, 3*(x-3)+2);
[ > 92(x);
[ > plot(g2,-2..4);

[ >

Piecewise expressions can be used in almost exactly the same way as we &vothidrus
expressions. Here is a simple example.

[ > h:= piecewise( x<1, x*(1-x), x>=1, (1-x)*(2-x) );

We can ask Maple to differentiate this expression.

[ > diff(h, x);

We can use this expression in other expressions.

[ > exp(x*h)*h;



We can even ask Maple to simplify this last result.

[ > simplify( % );

We can evaluate the expression at a point, but here we need to be carefubSfemmand will
give strange results.

[ > subs(x=1/2, h);

That is not what we wanted (can you see what happened?). In a later worksheet weblgltde a
explain why thesubs command produced this result. For evaluating a piecewise expression at a
point, theeval command should be used insteaddfs .

[ > eval( h, x=1/2);

[ >

Exercise: Define the following two functions (as expressions).

[ > f:=piecewise( x<1, 4*x*(1-x), x>=1, 4*(1-x)*(2-X) );

[ > g :=sin(Pi*x);

In the following graph, identify which graph is from which function.

[ > plot( [f,g], x=0..2);

These two graphs demonstrate how strikingly similar a sine curve and a parabolalegn be
"zooming in" on the domain from zero to one. It is also interesting to graph the derivatileseof
two functions.

[ > df :=diff(f, x);

[ > dg:=diff( g, x);

[ > plot( [df,dg], x=0..2);

Notice that the derivatives are not at all hard to distinguish.

[ >

Exercise: Explain why the following two piecewise defined functions are really the samigofunc
[ > f:=x->piecewise( x<0, x, Xx<=5, 2*x, x>5, -x+15);

[ > g :=Xx->piecewise( x>5, -x+15, x>=0, 2*X, x<0, X );

[ > f();

[ > 9(x);

[ >

Exercise. Suppose we are given the following piecewise defined function.
> f:=x->piecewise( X< -1, 2*x, x<= 1, x"2, x<=3, 1/x, x>3,
{ In(x) );
[ > f(x);
Fill in the missing conditions in the following definition @fso thaty is equivalent td .
{ > g :=x->piecewise( ???, In(x), 2?2, 1/x, ???, x"2, ??7?, 2*X
);

[ >

Exercise: Define and then graph a piecewise defined function that is paraboflitefes than or



equal to zero and is a hyperbola fatrictly greater than zero.
[ >

[ >

=14.9 Plot valued functions

The purpose of this section is twofold. First, to show you how useful the concept of a functic
how versatile Maple functions are. Second, to show you a specific technique that we ¥ail us
creating animations in Maple. What we want to do is create a function whose outputyfr a gi
input, is a graph that depends in some way on the input to the function. In other words, we shall
create plot valued functions”.

Consider the following simple example.

[ > p:=t->plot( x"2+t, x=-5..5, -5..5);

We have defined a Maple function that takes a single number as its input, which is denoed by
the value of the function is@ot command that draws a graph of the funckdm t. Notice two
things about this definition of the functign First, theplot command was not executed when we
defined the function. Thelot command will not be executed until we evaluate this function with
some input. Second, the input to the functiois aparameter of the function thaplot is suppose

to graph. When we evaluate the plot valued function at a poinp(say , the input3 becomes

the parameter in the function being graphed, in this xasé.

[ > p(-3);

If we evaluate this function at a different input, we get a different graph.

[ > p(2);

Notice that the functiop will give us an error if we try to evaluate it with a symbolic input. The
plot command that is the value pfwill not work unless the parameteris given a numeric value.
[ > p(2);

[ >

We can use a function liketo create an animation. An animation in Maple is a sequence of graphs
displayed one after the other in fairly quick order to create the illusion of movement feeus
functionp to create an animation we first ysalong with theseq command to create a sequence

of graphs. The followingeq command causes the index variabl® increment through the

integers from10 to10. This causes the input parametep t increment from -1 to 1 in steps of
1/10. For each of these 21 different input parameters (why21€¥valuated to a graph. We put a
colon at the end of the following command because we are not yet ready to view the 21 graphs
created by this command.

[ > frames := seq( p(n/10), n=-10..10):

The last command created, but did not display, a sequence of 21 graphs. The result of the command
was given the namfeames because each graph in this sequence is cafieaee of the

animation. Each frame is a graph of the funcion t but each frame has a different value for the




parametet, so each frame looks slightly different from any other frame. The animation sylbgli

these frames in very quick succession and show the graphs of the furCtidrest increases from
-1 to 1, so we will see a parabola moving up.

Now we use thélisplay command with thexsequence=true option to tell Maple to displa

this sequence of graphs in quick order and create an animation. To see the animation, click on the
graph generated by the next command and then click on the "play" buttoramrtieion context

barat the top of the Maple window. You can also step through the individual frames of the
animation by repeatedly clicking on the button just to the right of the play button.

[ > plots[display]( [frames], insequence=true );

[ >

Exercise: What happens if we remove timsequence=true option from thedisplay

command in the last example?
[ >

Here is an example of a plot valued function in which the parameter of the function clme@nges t
range of the plot.
[ > p:=t->plot( x"2, x=-1-t..1+t);
The followingseq command creates 41 graphs with the input to the plot valued fuipction
incrementing from 0 to 4 in steps of 1/10 (so the ranges of the graphs changé frdnto-5....5).
Thedisplay = command creates an animation from these 41 graphs.

> seq( p(n/10), n=0..40):

> plots[display]( [%], insequence=true );
[ >

Sometimes it is desirable to put a "background image" into an animation. A backgrouadsraag
part of every frame of the animation that does not change from frame to frame. éao tiser last
animation with a background image that is a fixed parabola. Here is the plot valueohfuncti
[ > p:=t->plot( x*2, x=-1-t..1+t, view=[-5..5, 0..25] );
Now we define the sequence of frames and create the animation. But notice thattkne give
the animation a name for "animation™) and do not show it yet (notice the colon at the end of the
display command).

> seq( p(n/10), n=0..40):

> a := plots[display]( [%], insequence=true ):
Now define the background image. We also give this graph a rafoelfackground) and do not
show it yet.
[ > b :=plot( x"2+.5, x=-5..5, color=blue, view=[-5..5, 0..25] ):
Now here is the command that combines the animation with the background image.
[ > plots[display]( {a,b});
[ >



Here is an example of a plot valued function in which the function's parameter changés both t
function being plotted and the range of each plot.
> p:=c-> plot( -x"2+c, x=-sqrt(c)..sqrt(c),
ytickmarks=[1,2,3,4] );
> seq( p(1+n/10), n=0..30):
> plots[display]( [%], insequence=true );
[ >

Exercise: In the lasiplot valued function, explain exactly how the inputo the functiom affects

the graph being drawn lpy
[ >

In the last example, the parameter of the plot valued function controlled two pasaofdher
graph. Here is a way to do the same thing which makes it more explicit that vea@odling two
aspects of the graph. We make the plot valued function a function of two variables and make each
input variable control just one aspect of the graph.

> p:=(t,c) -> plot( -x"2+t, x=-sqrt(c)..sqrt(c),

ytickmarks=[1,2,3,4] );

The first parameter of the plot valued function determines how much the parabola shift
vertically and the second parameter determines the horizontal range of the graptotiNalued
function may have two inputs, but when we go to create an animation, the animation reallgonly ha
one parameter, "time". So when we usesthg command to create the sequence of frames, we
to use the single index variable from #& command in both inputs to the plot valued function.

> seq( p(1+n/10, 1+n/10), n=0..30 ):
{ > plots[display]( [%], insequence=true );
But now we are also able to maks two input variables vary in independent ways. The following
animation makes the parabola rise but the horizontal range for the parabola will slzenk &s the
animation evolves.

> seq( p(1+n/10, 4-n*399/3000), n=0..30 ):
{ > plots[display]( [%], insequence=true );
Notice how, with the same plot valued function, we were able to create two faielyediff
animations. By explicitly having one input variable for each aspect of the graph thanivto
control, we gain more flexibility compared to having a single input variable contrel timan one

aspect of the graph.
[ >

Exercise: In the last example, change B@9 to400. This will cause an error message. Explain
why.
[ >

Here is an animation that uses a third parameter ipltiie valued function to combine ideas from
the previous two animations. This animation also has a background image that is thgosittan



of the moving parabola.

[ > p:=(t,c,d) -> plot( -x*2+t, x=-sqrt(c)..sqrt(d),
view=[-2..2,0..4] ):

seq( p(1+n/10, 1+n/10, 1-n/30), n=0..30 ):

a := plots[display]( [%], insequence=true ):

b := plot( -x"2+1, x=-1..1, view=[-2..2,0..4]):
plots[display]( {a,b}, ytickmarks=[1,2,3,4] );

V V.V V V

[
Exercise: Remove theriew option from the definition af and see what happens to the animation.
Then put theriew option back irb and remove theiew option from the definition gb and see

what happens. This shows thizéplay sometimes needs some hints about how it should col

graphs with different horizontal or vertical ranges.
[ >

We will make use of plot valued functions many times in future worksheets to creatgians. In
the next worksheet we will see that Maple has two commands for animating graphstioifs,
animate andanimatecurve , but these two commands have limitations in the kinds of
animations that they can create. Plot valued functions along witethenddisplay = command

can be used to create animations that surpass the limitatiansrafte andanimatecurve
[ >

Exercise: Use a plot valued function with tiseq anddisplay = commands to create an animation
of the sine function being shifted horizontally until it becomes the sine function agairtht
animation with the sine function graphed between 0 amdrd end the animation with the sine

function graphed between 0 andt4Your animation should contain at least 20 frames.
[ >

Exercise: Use a plot valued function with tlseq anddisplay = commands to create an animation

t
of the functionsin { )ncreasing its period until it becomes the func&'b{z} Start the animation

t
with thesin (t )graphed between 0 andiand end the animation with tbh{zj graphed between

0 and 8t Your animation should contain at least 20 frames.
[ >

Exercise: The goal of this exercise is to find an interesting connection between the follbweerg t
equations.
[x[+]y[=1
X +y=1
max(| x|, y[) = 1.



Here are the graphs of these three equations.
> plots[implicitplot]( { abs(x)+abs(y)=1,

> XN2+yN2=1,
> max(abs(x),abs(y))=1},
> x=-1..1,y=-1..1);

(Notice that the first and third graphs have "clipped" corners. We will see ier avatksheet what
causes this anomaly.)
Part (a): The family of equatior]5x|°‘ +| y|°‘ =1, fora between 1 and 2, have graphs that are
somewhere between a square and a circle. That is,avhédnthe graph of the equation is a square
and whero = 2 the graph is a circle. Here is an example witietween 1 and 2.

> plots[implicitplot]( abs(x)"1.5+abs(y)"1.5=1, x=-1..1, y=-1..1

)i

Modify the last command into a plot valued function that dependsand use it to create an
animation of a square morphing into a circle.
[ >
Part (b): What happens if you let be less than 1, or greater than 2, in the above family of
equations? What happensiibecomes very large? Use your animation from the last exercise to
watcha grow large.
[ >
Part (c): What is the connection between the equalliﬂhs| y| =1, +y*=1, and
max(|x||y[) = 1?
[ >

Exercise: In this exercise you will learn how to "morph" the graph of any function into the graph of
any other function. Let X andg k )be any two functions defined on the same interab]| L.et
the functionh &,t )oe defined by
h(x,t) =(1-t)f(x) +tg(x) withx O [a,b] andt O [0, 1].
Notice thath(x, 0) =f(x) andh(x, 1) =g(x). (The h here stands for "homotopy".) Let us define two
specific Maple function§ andg.
[ > f:=Xx->sin(2*Pi*x);
[ > g:=Xx->cos(2*Pi*x);
Define the Maple functioh.
[ > h:=(x1)-> (1-)*(x)+t*g(x);
At the next prompt, define a plot valued functigt) that for each value af between 0 and 1
plots the function ok given byh(x,t)  over thex interval fromatob. Then use your plot valued
function to create an animation of the grapli eforphing into the graph af. Try other functions
for f and g and create other animations.
[ >
[ >
[ >
[ >



[ >

=14.10. Vector valued functions

The most basic functions that we study in mathematics are the real valued functines el

variable. These functions have as their input one number and as their output another number. These
are the functions that occupy us during most of first and second semester calculssalbishie

kind of function that we have been using for most of our examples in these worksheets. In these
worksheets we have sometimes also used examples of real valued multivariaaesgumbese are
functions of several real variables, that is, functions whose input is two or more numbestsose

output is a single number. These are the functions that are studied mostly in thirgiseal@dus

where one learns about partial derivatives and double and triple integrals. Real valietiate

functions are sometimes referred to as scalar functions (or scalar. fields)

In this section we want to look at how Maple can repregamor valued functions. These are
functions that have two or more numbers as ihaput. We look at both vector valued functions of

a single real variable (also called parametric curves) and multivarete valued functions.
Parametric curves (i.e., vector valued functions of a single real variable3 #nejraname implies,

used to model curves in the plane and in space. These kinds of functions are usually firseohtroduc
in first or second semester calculus and they play a big role in vector calculutasghefc

multivariate vector valued functions is huge and has many applications. Some examples of
multivariate vector valued functions that you may have already studied are peraomédces in

space, vector fields in the plane and in space, and matrix transformations in geeesa.al

Before showing how to represent vector valued functions in Maple, let us quickly review fpie
represents the other kinds of functions. The real valued functions of a real variablgesented
either Maple functions of one variable or as expressions in one variable.

[> f:=x->x"2;

or

[ > f:=x"2;

Notice that Maple functions, since they identify the independent variable, have the gelvdnta
allowing for unambiguous parameters in the definition of the function. So for example

[ > f:=Xx->y*x"2;

Is unambiguously a (quadratic) function of one variable. But the expression

[ > f:=y**x"2;
can be ambiguous about what it represents.
[ >

Multivariate functions are represented in Maple as Maple functions of seveadllestor as
expressions in several variables.

[> 9= (Xxy) >yx"2;

or

[




[ > g:=y*xX"2;
Notice how the Maple function is completely distinguished from the last version of the Maple
functionf . But the expressiog cannot really be distinguished from the last definition of the

expressiori .
[ >

Multivariate functions of more than two variables are easy to represent.
[ > h:=(Xy,z,1) -> x"2+y"2+z"2-1"2;

or

[ > h:=x"2+y"2+2/"2-1"2,;

[ >

Now we can look at an example of a vector valued function. First we will represent arisainal
vector valued function of a single real variable, and we will represent it usingssim® For any

given number as an input, our function needs to compute two numbers as the output. Each output
number needs an expression to express the rule for computing it. We call theseosspitess
component functions of the vector valued function. The vector valued function is defined by

putting the component functions in a list inside square brackets.

[ > f:=[t"3-2*, t"2-t];

If we want to, we can define the component functions first, and then define the vector valued
function in terms of the component functions. Notice that each component function is a rehl value
function of a single variable.

> fl:=t"3-2*;
> 2 =172
> f:=[f1, 2],

Using standard mathematical notation, this vector valued function can be expressetkiy afva
ways. For example
f(t) = (-2t t°-1t)
or
f(t) = (f(1), f,(t)) wheref(t)=t>-2t andf,(t) =t* -t
or even
x=t*-2t and y=t*-t.

Now that we have a representation of a vector valued function, let us see how we can wark with i
We can evaluate our function at a point using eitheetla¢ or subs command.

[ > eval(f, t=2);

[ > subs(t=2,f);

We can differentiate our function using th& command.

[ > diff(f, t);

Notice that the derivative is computed componentwise and the derivative of this veagal val

function is another vector valued function.
[ >



Let us try to compose this vector valued function with some other function. If we want a
composition of the forrh f(x) then we need a multivariate functibrihat takes two input
numbers (why?). We will use the following definition for dur

[ > h:=x+y;

Now we can compute the composition.

[ > subs(x=fl,y=f2, h);

[ > eval( h, {x=f1,y=f2}); # notice the braces

Notice two things. We needed to refer to the component fundtiormdf2 to do the compositiol
we could not refer to the functidnby its name. And the functidnf(k) i9 a real valued function

of a single variable.
[ >

Let us try to graph our vector valued function.

[ > plot(f, t=-3/2..2);

Wait, that is not correct! The last command did not draw the graph of our vector valued flinction
Instead, theolot command simply interpretédas a list of two real valued functions of a real
variable, and so it drew two graphs, one for each component function. How do wepdet the
command to interprét as one (vector valued) function? The answer to this is messy. One way is to
use the component functiofis andf2 in the following syntax of thplot command. Notice that

the range for the independent variable needs todme the brackets with the component functions.

[ > plot([f1, f2, t=-3/2..2]);

This is the graph of our functidn it is a curve in the plane (remember, vector valued functions of a

single variable are also called "parametric curves").
[ >

The other way to get th@ot command to graph the functionis to defing using a slightly
different syntax. Instead of putting the component functions in a list inside of brackets put
component functions inside of parentheses.

[ > f:=(f1, 2);

Now putf in theplot command using the following syntax.

[ > plot([f, t=-3/2..2] );

At least we were able to graphby referring to it by name rather than having to refer to the names
of the component functions. But now we have a different problem!

[ > diff(f,t);

Now thediff command does not work. We need to put brackets afoumthediff command.
[ > diff([f], t);

And evaluating the function usirsgibs needs to be changed also.

[ > subs(t=2,f);

[ > subs(t=2, [f]);

Usingeval works though.

[ > eval(f,t=2);



As we will see several times in this section, Maple unfortunately does not havestecdrsyntax
for defining and using vector valued functions. Of the two syntaxes given just above, thedfiist
preferable since it works better with ttiéf andsubs commands.

[ >

Now we shall turn to representing our vector valued function using Maple functions. Theve are
reasonable ways to do this and they have to do with slightly different ways of thinkinghabout t
vector valued function. One way thinks of the vector valued function as a function that takes in one
number and outputs two numbers. The second way thinks of the vector valued function as being
made up of two real valued component functions. These two ways of thinking lead to the following
two representations that we will cgll. andg2.

> gl = t->("3-2%, th2-1);

> 2 := [t->t13-2*, t->t12-t];
Notice the subtle differences in these two definitions. The first represenimgsomewhat
analogous to the mathematical notation

f(t) = (-2t t* - 1).
The second representation is more analogous to the mathematical notation.
f(t) = (f (1), f,(t)) wheref,(t)=t>-2t and f,(t) =t"-t.

As we will now show, each of these Maple representations has advantages and dissgizattat

see how we can work with them.
[ >

With either representation, we can use functional notation to evaluate the function.
> 91(2);

{ > 92(2);

[ >

We should be able to use th@perator to differentiate the function.
> D(gl);

{ > D(92);

The D operator only worked on the second representatidn,

[ >

Let us try composition. Here is a function we can compose with.
[ > h:=(Xy) ->x+y;
We should be able to use tiamperator to do the composition with
> (h@gl)(2);
> (h@g2)(2);
The @operator only worked on the first representatin(and theD operator only worked on2!).
[ >

There is a second way to do the composition. We should be able to campitsehe vector



valued function using functional notation.

> h(g1(2));

> h(92(2));
Again, this only worked with the first representation.
[ >

What about graphing the vector valued function? To make a long storyrehibe; representation
will work with theplot command because it needs the component functions and the range all
together inside a pair of brackets.

[ > plot( [t->t"3-2*t, t->t"2-t, -3/2..2] );

[ >

Maple's documentation is unclear about how vector valued functions should be represented
arrow notation. The following help page implies that the way we defifhed the "correct syntax”

for vector valued functions, but we saw thatdid not work with thed operator nor with thplot
command.

[ > 7?operators,functional

On the other hand, the way we defirgdworked with theD operator and, as we will see in the 1
example, the way we defing@ does work with th@lot3d command (but the way we defingil
does not). Buyj2 does not work with composition. And to make things even more confusing, if we
useunapply to convert the expression version of the functianto a Maple function, then we ¢
neither g1 norg2.

[ > unapply(f, t);

So it seems that there is no preferred way in Maple to define vector valued functigthasarrov
notation. From a mathematical point of view, the two ways of thinking about vector valued
functions that lead to the two ways of using the arrow notation are both valid, and so both uses of
the arrow notation are reasonable. In any given situation we need to pick the repoestraati

works best.
[ >

Exercise: There are two other ways to represent our vector valued function using Maple functions.
> g3 = t->[t"3-2*, t"2-1];
> g4 = (t->th3-2%, t->th2-1);
In each representation we have switched parentheses and brackets. Play arouncevintio thes
representations and see how they work with respect to evaluation, differentiation, itomjpeorsd
graphing. (For exampleg4 works reasonably well with th@ot command.) Notice that3 was
the result of theinapply command just above.
[ >

Exercise: Here are two more ways to define a vector valued function, motivated by an example
from thishelp pageThese two ways use Maple's notation for vectors, which is used in the
VectorCalculugpackage. Here is a vector valued function written first as an expression and t|




Maple function.

[ > f:=<t"3-2*, t"2-t>;

[ > g:=t-><t"3-2%, t"2-t>;

How well do these definitions work with respect to evaluation, functional notation, difédren,
composition, and graphing?

[ >

Now that we have looked at the basics of representing vector valued functions, let us lookeat a m
complex example. Here is a multivariate vector valued function. First we eapressing
expressions.
[ > f:=[2*cos(u)*sin(v), 2*sin(u)*sin(v), 2*cos(Vv)];
Now represent it using Maple's arrow notation (two ways).

> g1 := (u,v)->(2*cos(u)*sin(v), 2*sin(u)*sin(v), 2*cos(v));

> g2 :=[(u,v)->2*cos(u)*sin(v), (u,v)->2*sin(u)*sin(v),

(u,v)->2*cos(v)];

[ >

Using standard mathematical notation, this multivariate vector valued function eaprilssed in
variety of ways. For example
f(u, v) =(2coqu)sin(v), 2sin(u) sin(v), 2 coyV))
which is analogous to the first way in which we used the arrow notation. Or
(U, v) = (fy(U, V), (U, V), fo(u, v))

where

f,(u, v) =2 cogqu) sin(v) f(u,v) =2sin(u)sin(v)  fy(u,v)=2cogv)
which is more analogous to the second way in which we used the arrow notation. A third way might
be

x=2coqu)sin(v) y=2sin(u)sin(v) z=2cogqV).

which is somewhat analogous to the expression way of representing the function.
[ >

Out of curiosity, let us see what theapply command will do with the expression representation
f.

[ > unapply(f,u,Vv);

Notice that the result is neithei norg?2.

[ >

Let us see how we work with our three different representations. Here is how wdesgalua
function.

> eval(f, [u=Pi, v=Pi/4]);

> gl(Pi, Pi/4);

> g2(Pi, Pi/4);
We can also use tleibs command with , but notice that, as usual, it does not do any



simplification after it makes the substitution.
[ > subs( u=Pi,v=Pi/4, f);

[ > simplify( % );
[ >

Here is how we differentiate our function. Since the function is multivariate, wputerpartial
derivatives.

[ > diff(f, u), diff(f, v);

[ > D[1](g1), D[2]( 91 );

[ > D[1l(g92), D[2]( 92 );

Notice that thed operator did not work ogl.

[ >

This multivariate vector valued function can be interpreted as a parametraestitée is how we
graph it using thelot3d command and the expression representation.

[ > plot3d( f, u=0..2*Pi, v=0..Pi );

Notice that, surprisingly, thelot3d commandlid not interpretf as a list of three separate real
valued functions of two variables and draw three simultaneous graphs. (Recall pbwt the
command interpreted a similarearlier in this section.) This brings up the question of how doe
graph a list of three separate real valued functions of two variables? (Seettivenkskeet on
graphing functions.)

[ >

The arrow notation used in defining does work with th@lot3d command.

[ > plot3d( g2, 0..2*Pi, 0..Pi );

But the arrow notation used in definig@ does not work with thplot3d command.
[ > plot3d( g1, 0..2*Pi, 0..Pi);

[ >

Exercise: Define functions f, g, and h by
f(t)=(2-2t,t*-1)
g(u,v) =(2coqu)sin(v), 2 sin(u) sin(v), 2 cogVv))
and
h(x,y,z) =xyz
Represent these functions in Maple as functfgrig andh using the arrow notation. (Notice that
andg are the examples that we used above.) Us@tperator to compute expressions for the
compositiong @f, h@g andh@g@fDraw a graph fog@f using theplots[spacecurve]
command. What kind of graph do you expect to get? Also, draw graphs for the fuh@igaad
h@g@f

[ >

To conclude this section, here is a list of eight different ways to define a vected vahction,



three ways that use expressions and five ways that use Maple functions. Every ose of the
definitions has some use in Maple, but unfortunately no one of them can be used exclusively.

> f1:= ("2, "3, t"4);

> {2 :=[t"2, t"3, t4];

> f3:=<t"2, t"3, t"4>;

> gl .=t-> ("2, t"\3, t"4);

> g2 :=t->[t"2, "3, t"4];

> g3 :=t-><t"2, "3, t"4>;

> g4 .= (t->t"2, t->t13, t->t"4);
| > g5 = [t->t"2, t->113, t->tM];
[ >

Exercise: There is an obvious ninth definition that is missing from the above list. What is the ninth
definition and why is is not in the list?
[ >

L[>

=14.11. Anonymous functions and expressions

We can give functions and expressions names and this of course makes it easier tohvtbeawi
But we do notave to give a function or an expression a name in order to work with it. For ex
the followingplot commands graph a function and an expression, neither of which is given a
name.

[ > plot( z->z"2*sin(z)-1, -2..2);

[ > plot( wr2/(1+exp(w)), w =-1..10);

There is a name for the concept of an "unnamed function or expression”. We call a Maaa funct
(or expression) that has not been assigned a naareaypmous function (or ananonymous
expression). The rest of this section is a number of examples and problems that make use of

anonymous functions and expressions.
[ >

Here we define an anonymous function and then evaluate, differentiate, and integrate it.

[ > X->Xx"3 + 2*x;

[ > %(2);

[ > D(%% );

[ > int( (%%%)(x), X );

Notice that we can no longer refer to our anonymous function. We have rundoiih ofberators

(there are only three of them).
[ >

The next command defines another anonymous function.
[ > z->z/sqrt(1-2);




Now let us give the function a name, so that it is no longer anonymous.
[ > f:=%;
Notice that these last two commands show once again that defining a function and naming a

function are two very distinct steps.
[ >

The next example defines a named Maple fundaiosing a (very simple) anonymous function
->x and the built in functiosin .

[ > g:=(x->X)*sin;

Here is another way to define the same function, this time using the anonymous expressi
x*sin(x)

[ > g:=X->X*sin(x);

[ >

Exercise: Here is a little puzzle. Consider the following command.
[> g:=x->X*sin;

Does this command make sense?

[ >

Here is a very awkward command that defines a Maple funictmfrtwo variables as the sum of
two anonymous Maple functions.

[ > f:=((xy) ->x"2) + ((X,y) -> y"3);

[ > f(uv);

The following command is of course a much better way to défine

[ > f:=(Xy)->xX"2 + y"3;

Now comparé with the next examplej}, which uses two anonymous functions and defines a
function ofone variable (not two).

[ > g:=(X->Xx"2) + (y ->y"3);

[ > g(u);

What would be a more straight forward way to defif?e

[ >

Exercise: Is the following functiork,defined using two anonymous functions, a function of one,
two or three variables?

[ > k:=(z->2"2) + ((x,y) -> sin(x*y));

[ >

The next command defines an anonymous function and evaluates it right away.
[ > (z->2z"2*tan(2))(Pi/4);

Why should the next command be considered an anonymous expression?

[ > (z->z"2*tan(z))(w);

[ >



Exercise: Explain what the following command is doing.
[ > (D(z->3*z"2-2*x+2))(3);
Translate the above command into a single, equivalent Maple command that uses an anonymous

expression instead of an anonymous function.
[ >

Here is an expression namied
[ > f:=x"2*sin(1/x);;
Why should the following be considered an anonymous function?

[ > unapply(f, x);
[ >

Exercise: Why should the following be considered an anonymous function?
[ > exp*sin;

Define this function in at least two other ways.

[ >

Exercise: Is the following an anonymous function?
[ > Xx->sin(x);
[ >

Exercise: The next command uses an anonymous expression to create a sequence.
[ > seq(3*n-2,n=1..10);

Can you rewrite this command to somehow make use of an anonymous function?

[ >

Exercise: Explain in detail what the following two commands do and how they do it. How does
each command make use of anonymous functions and/or expressions?

[ > plot( ((x,y)->x"3-y"3)(w,-1), w =-1..1);

[ > plot( w->(((x,y)->x"3-y"3)(w,-1)), -1..1);

[ >

Exercise: Explain what is wrong with the followinglot command and then fix it by changing

only one character in the command. (There are two ways to solve this problem.)
[ > plot( (z->z"2+1)(y), z=-3..3);
[ >

Anonymous functions are very common in mathematics. For example, the following twoasrmul
make use of them.

9 (s +In(x* -1
oy (SIN(XY) +In(x"~ 1))



j16x5—20x3+5xdx

Mathematics textbooks are filled with formulas like these. We usually do not thioklofamulas
as using "anonymous functions”. The concept of an anonymous function is not all that usefu
mathematics books. But as we will see, in Maple, and in computer programming in,géeeral

concept of an anonymous function is very useful.
[ >

[ >

=14.12. Functionsthat return afunction (optional)

It is possible to do some unusual things with the definitions of Maple functions. For example, w
can define functions whose return value is another function. Here is a simple example.
[> fi=a->(y->aYy);

The Maple functiori takes in a number and returnfuaction that multiplies its input by the
number.

[ > f(3);

Sof(3) is a function that multiplies its input by 3. Here is how we afifly to the input 4.
[ > f(3)(4);

Here is another call tb.

[ > f(-5);

Here is a call to the function returnedfhy

[ > f(-5)(2);

In some sense you can thinkfofs a function of two variables.

[ > fO));

But this can be misleading. Consider the next two function calls.

[ > f(x);

[ > f(y);

[ >

Exercise: Consider the output dfy)
[ > f(y);
Now explain why the following function call does not return 9.

[ > f(y)3)

[ >

Here is an example of how we might use the idea of a function that returns a functionitStar
function of two variables.

[ > = (Xy) -> 3*X"2+5*y"2;

Now we shall define "slicing” functions for. If we hold one input té fixed, then we get a new
function of a single variable that is sometimes called a "slice" (or adis8§awf f . If we just plug a

constant intd for sayy, then we get back an expressioxin
\




[ > 1(x,3);

We can turn that into a Maple function like this.

[ > x3:=x->1(x,3);

Now fx3 is the slice of withy fixed at3.

[ > x3(x);

We can use a function that returns a function to automate these steps for generaing sl
functions.

[ > slice_f _with_y fixed := ¢ -> ( x->f(x,C) );

The input toslice_f with_y fixed is the number we want the slice function at and the
output is the slice function.

[ > fx3:=slice_f with_y fixed(3);

[ > x3(x);

[ >

Now do the same for slices in the other direction.
[ > slice_f with_x_fixed := ¢ -> (y->f(c,y) );

[ > f3y:=slice_f with_x_fixed(3);

[ > f3y(y);

[ >

One nice feature of our slicing functions is that they still work if we redéfivge do not need to
redefine the slicing functions.

[ > f:=(u,v) ->sin(5*u-v);

[ > fu3:=slice_f with_y fixed(3);

[ > fu3(u);

Did you notice something a bit funny about the redefinition ahd the call to

slice_f with_y fixed ?

[ >

Exercise: Come up with better names fdrce f with_y fixed and
slice_f with_x_fixed
[ >

Exercise: Define a Maple functioslicerl  with two inputs, one input a Maple functiarof two
variables and the other input a numbethat returns a Maple function that is the slice of the input
function with its second input held fixed@tAlso defineslicer2  in an analogous way. Test the
functionsslicerl  andslicer2

[ >

[ >

Exercise: Write Maple functionshift_vertically andshift_horizontally (you can
abbreviate these names if you wish) that each take in two inputs, one input is a functiowglef a si



variable and the other input is a number, and that each return a function. The procedure
shift_vertically produces an output function that is its input function shifted vertically by
the amount of the input number, astdft_horizontally produces an output function that is

its input function shifted horizontally by the amount of the input number. Apply your procedures to
some test functions and show that they work by graphing the test functions and their stsitec

in the same graph.
[ >

Exercise: Suppose you wanted to write a versioslaferl  that worked on expressions instead

of Maple functions. That is, suppose you wanted to write a proceliiteel  that takes as its

input an expression of two variables and a number, and produces as its output an expression in one
variable that represents the slice function of the function represented by the inpssexpwith

one of the inputs held fixed at the input number. What kind of problems are you going to have with
trying to write this version dflicerl  ? (The problems you will have are in fact one of the major

weaknesses of working with expressions.)
[ >

The idea of a function that returns a function is very common in mathematics. Sontb&sges
kinds of functions are given the special nduomgctionals. One important branch of mathematics is
calledfunctional analysis. It is the study of the properties of functionals. In particular, functional
analysis tries to generalize classical analysis, that is calculuseal and vector valued functions,
to function valued functions.

Functions that return functions are also important in computer science. They lead podaritn
family of programming languages callachctional programming languages. The two most
common functional programming languages are called Lisp and Scheme. These Ragragey
different from more traditional programming languages like C, C++, Java, frarichBasic. As
might be expected, functional programming languages have a much more mathdesticahem
then the more traditional programming languages. Functional programming lanbaeggsayed
an important role in the development of the field of artificial intelligence.

When we get to the worksheets about Maple programming, we will generalize tlo¢ adieanction

that returns a function to the idea of a procedure that returns a procedure.
[ >

L[>

=14.13. Mor e examples of expressionsvs. Maple functions
(optional)

These examples are meant to show that there are still a lot of subtle thirays tbleut variables
and functions and how Maple handles them. Do not expect to fully understand these examples now.
You should return to these examples after you have gone through the worksheet on Maple's




evaluation rules and the worksheet on procedures in Maple.
[ >

ﬂ Example 1
Here is a subtle example of a difference between an expression and a functiove Bahe a
couple of expressions. The first is an expressionand the second is an expressiog.in
> fl:=x"2+ 1;
{> f2 :=y"2 + 1,
Now we add these two expressions and get an expression in the two variabtbs
[ > f3:=f1+12
Now let us define a couple of Maple functions equivalent to the above expressions. Each of the
next two functions is a function of one variable.
> gl :=x->x"2+1;
{ > g2:=y->yn2+];
Now add these two Maple functions; what do we get?
[ > g3:=9gl+g2;, #Whatkind of function is g3?
Is g3 a function of two variables liki3 is an expression in two variables? Or is it a function
of one variable? The following command shows the formulg3or
[ > 93(x);
So in fact,g3 is not a function of two variables liké is an expression in two unknowns; is
a function of one variable. This shows that Maple functions and Maple expressions handle
unassigned variables in different ways. Let us loal3aagain. Here is another way to see the
formula forg3.
[ > 93(y);
If we try to treaty3 as a function of two variableg3 just ignores the second variable.
[ > 93(w,2);
Why is it that the sum df. andf2 has two variables in it but the sumgdf andg2 does not?
[ >

H Example 2

We have looked at one way that a Maple expression can be converted into a Maple function. It
turns out that there are two ways to do this but they are not equivalent. Here is an .example
First, make sure is unassigned and giwe b, andc values.

[ > x:='X" a:=1: b:=2: c:=3:

Here is an expression.

[ > a*x"2+b*x+c;

Here is one way to convert this expression into a Maple function.

[ > f:=unapply( a*x"2+b*x+c, x);

Here is another way. Just use the expression on the right hand side of the arrow operator.

[ > g:=Xx->a*x"2+b*x+c;

Notice thatf does not have the constaatd, andc in its definition, buty does! The

unapply command evaluates all variable names, but the arrow operator does not. Here are
some consequences of this. Let us try evaluating both functions.




[ > f(x); 9(X);
Now they both have the values forb, andc in them. Let us try to differentiate each of these
functions.

> D(f);
{ > D(9);
Notice that the derivative of has the unevaluated constants in it, but the derivatizehaf the
constants evaluated.

[ >

Let us try changing one of the "constants”. Change the value of
[ > c:=15;
Now evaluate the functions again.
{ > f(x);
> g(x);
Notice that the definition df did not change, but the definition @fdid, when we changex
[ >

= Example 3

Start with an expression namiedn x.

[ > f:=x"2;

Usef to define an expression namgdh x.

[> g =2*X"3*f,

Seems reasonable. Now try to use the expres$stordefine the equivalent Maple function
nameadg.

[> g:=x->2*X"3*f;

Here is whaty(x) looks like.

[ > 9(x);

Seems reasonable enough. But look at the next two outputs.

[ > 9(a);

[ > 9(2);

The reason for these outputs is that, in the definitian tfiex that represents the inputdds
not the same that represents the unknown in the expresision

L[>

ﬂ Example4

First, let us give the variablea value.

> x:=5;

Now try to plot the expression'2 .

[ > plot( x"2, x=-10..10 );

Maple returned an error (why?). Now try to plot the functiem”"2 .

[ > plot( x->x"2, -10..10);

There is no problem with this, even though the varialdéll has a value.

[




[> X
This shows once again that there are subtle differences in the way that Matgledreables
used in expressions and variables used in functions.

L[>
ﬂ Example5

Letf be the name for an expressiorxin
[ > x:='X": # unassign X

[ > f:=x"2;

Now usef to redefing .
[ > f:=x*;

[>f

Let us try to do something similar with functions. belbe the name for a function equivalent to
f.
[ > g:=X->x"2;
Now useg to redefinegg.
[ > g:= (x->X)*g;
Let us try a slightly different way.
[ > g:=X->X"2;
Now useg to redefingg.
[ > g:=x->x"g(x);
[ > 9(x);
There was no problem when we usetb redefine , but we cannot usg to redefiney. This
shows that there are subtle differences in the way that Maple treats theafi@x@®ssions ar
the names of functions.
[ >

H Example 6

Here is an anonymous expression.

[ > 3-X"2;

Now let us give it a name.

[ > f:=%;

Now graph the expression by referring to its name.

[ > plot(f, x=-3..3);

[ >

Now let us try to do something similar with a Maple function. Here is the anonymous
expression again.

[ > 3-x"2;

Use the anonymous expression to define a Maple function.
[ > g:=Xx->%;

But now the following graph is empty.

[ > plot(g,-3..3);

[ >




In this sequence of commands we used the last result vafiablece. But the last result
variable in the definition of has a different meaning from the last result variable in the
definition ofg, which is why the definition of does not work the way we might (reasonably)
expect it to. Once again this shows that we need to understand the details of exabbptew
interprets different kinds of variables in different kinds of situations.

L[>

=14.14. Onlineinformation for functions and expressions

Unfortunately, there is not a lot of online help for the topics that we have gone over in this
worksheet.

Here are two lists of Maple's built in mathematical functions. These twalistnot identical. Each
list contains functions that are not in the other list.

[ > ?inifcn

[ > ?type,mathfunc

There is also a nice list of references to some books about all of these built in atadgdem
functions.

[ > ?funcrefs

Maple functions are defined using the arrow operator. The following help page givieshat laf
information about the arrow operator.

[ > 7?operators,functional

The next page contains a few examples using the arrow operator.

[ > ?operators,examples

We can use expressions to represent mathematical functions and of courseosspaessised on
the right hand side of the arrow operator. But expressions are not well documented is didiple
help. The following two help pages contain two different lists of the operators that uaadh®
form Maple expressions.

[ > ?index,expression

[ > 7?syntax

The last page listed the operators in the order of their precedence. Here isist thiiraplerators
that can be used to form expressions, again listed in order of precedence.

[ > ?operators,precedence

The following page contains links to other pages about Maple's operators (includingste@® |
operators).

[ > ?operators

Converting an expression into a Maple function is done usingrtheply command.
[ > ?unassign

Thesubs command can be used to evaluate an expression at a point and for composing



mathematical functions represented as expressions.

[ > ?subs

The use okval to evaluate an expression at a point is explained in the following help page. This
use ofeval has some advantages ogabs .

[ > ?eval

The at sign represents the composition operator for composing Maple functions.
[ > ?atsign

We did a few examples of differentiating expressions and functions. Here aréptpades for bot
differentiation commands.

[ > 2diff

[ > ?D

There are quite a few more examples of usingptbeewise command in the next help page.
[ > ?piecewise

And there is also an online worksheet with more advanced examples of working with the
piecewise command.

[ > ?examples,piecewise

If you want to read about lexically scoped variables, they are explained faditthe following twc
worksheets.

[ > ?examples,lexical

[ > ?updates,R5,highlights

[ >

L[>



